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Abstract 

 
Currently, diabetes is the most common chronic disease in the world, affecting 23.7% of the 
population in the Kingdom of Saudi Arabia. Diabetes may be the cause of lower-limb 
amputations, kidney failure and blindness among adults. Therefore, diagnosing the disease in 
its early stages is essential in order to save human lives. With the revolution in technology, 
Artificial Intelligence (AI) could play a central role in the early prediction of diabetes by 
employing Machine Learning (ML) technology. In this paper, we developed a diagnosis 
system using machine learning models for the detection of type 2 diabetes among adults, 
through the adoption of two different diabetes datasets: one for training and the other for the 
testing, to analyze and enhance the prediction accuracy. This work offers an enhanced 
classification accuracy as a result of employing several pre-processing methods before 
applying the ML models. According to the obtained results, the implemented Random Forest 
(RF) classifier offers the best classification accuracy with a classification score of 98.95%.  
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1. Introduction 

Diabetes Mellitus is categorized as one of the leading killer diseases, especially in developed 
countries. The National Institutes of Health (NIH) define diabetes as a disease that occurs 
when the blood glucose (blood sugar) is high. In this situation, insulin, which is responsible 
for controlling body sugar levels, is not adequately produced in the patient’s body. In other 
instances, although the body produces the required level of insulin, it cannot be effectively 
utilized in the system, which increases the sugar levels in the blood. This is detrimental and 
can even lead to death.  

Recent statistics link diabetes mellitus type 2 (DM 2) with over 90% of the overall cases of 
the disease reported globally. Global healthcare experts state that this population is expected 
to grow to around 592 million people by 2035 [6]. Therefore, having adequate information 
and means of learning and acting on these situations will create better patient experiences.  
Using ML proficiency, it is easy to learn from DM 2 health condition experiences and to 
undertake effective planning. Machine learning algorithms have been applied to solve real 
problems in other areas of operations and they can make a difference in healthcare with regard 
to how DM 2 is understood and managed. 

The severity of DM 2 varies according to a number of factors, including the population 
demographics and age, among others. Usually, middle-aged or older people are most likely to 
develop this kind of diabetes. Diabetes is listed as one of the most prevalent chronic diseases 
across the globe. In 2019, there were a record 463 million diabetes patients globally between 
the ages of 20 and 79 years old. It is estimated that in 2019, 5 million people succumbed to 
diabetes and other related complications alone. In addition, a predictable 1.1 million children 
and adolescents under 20 years are diagnosed with type 1 diabetes. The total worldwide costs 
incurred for diabetes treatment and other correlated complications were roughly US$760 
billion in 2019 [1]. 

There has been a common misconception that diabetes is only prevalent in the western 
world, and that it is rare in other settings. However, the situation has been changing 
significantly, and this health complication is now global. Over the past few years, diabetes has 
become very common in the Kingdom of Saudi Arabia (KSA), which has a social environment 
highly similar to several other developing countries. Moreover, the KSA is one of the nations 
with the highest prevalence of diabetes – one fifth of its total population ail from this disease. 
The cost of diabetes treatment and management has been estimated at roughly US$10,000 
annually for each patient in the KSA. Additionally, there is an inadequate number of diabetes 
specialty centers in the KSA, especially in remote areas. Furthermore, according to Diabetes 
Atlas, around 250,000 children in Saudi Arabia have type 1 diabetes; this is the highest number 
recorded in the Middle East [1]. 

Over the last few decades, artificial intelligence (AI) has gained popularity in healthcare, 
specifically in the management of chronic diseases. Globally, dozens of pilot studies and 
research studies are being conducted in this field. Most of these studies show that the 
incorporation of AI technology into the management of diabetes helps with the early prediction 
of the development of this disease. Additionally, AI technology plays a vital role in reducing 
the indirect costs incurred by diabetic patients by reducing the number of times they visit the 
hospital. It also contributes significantly to the ability to predict and diagnose the disease early 
and its recommendations can be trusted by physicians and patients. 

Furthermore, AI can improve diabetes management in five ways: 1) early detection of the 
disease; 2) early detection of diabetes-related conditions; 3) predictions of blood glucose levels 
and personalized insulin therapy; 4) diabetes prevention and management with food and 
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nutrition-centric approaches; and 5) efficient collection of patient data improves 
personalization, thus improving communication between patients and doctors and facilitating 
more personalized care. The growing trend of using AI techniques in health, especially for 
chronic disease prediction and management, was the inspiration for the present research 
project. This paper presents a diabetes diagnosis system that can diagnose type 2 diabetes 
among adults through employing preprocessing techniques and several machine learning 
models. The main contributions of this paper are outlined below: 

A. Develop a diagnosis system using machine learning models for the detection of type 
2 diabetes among adults.  

B. Adopt two different diabetes datasets (one for training and the other for testing) to 
enhance diagnosis system’s reliability. 

C. Enhance the accuracy of the employed machine learning models by adopting pre-
processing functions. 

D. Discuss and analyze the results obtained from employing different machine learning 
models on two different diabetes datasets. 
 

The rest of this paper is organized as follows: Section 2 discusses the recent development 
of ML models to predict the type 2 diabetes among adults. In Section 3, the diabetic prediction 
system is discussed, whereas Section 4 discusses the experiments setup and shows the results 
obtained from several experiments. In Section 5, a discussion part that discusses the obtained 
results and compares them with the previous developed systems, and finally, Section 6, 
concludes the work presented in this paper and presents future works. 

2. Related Works 
The severity of type 2 diabetes, especially in developing regions like Africa, has become more 
rampant than the other regions. The main problem is usually evident in the diagnosis of 
diabetes mellitus type 2 (DM 2) and planning the appropriate means of addressing or dealing 
with this challenge. There is vast literature based on scientific findings which provides a clear 
overview of the ML models application when dealing with the DM 2. During the last few 
decades and with the huge revelation in artificial intelligence technology, many studies 
focused on using AI, especially ML technology, in healthcare. Machine learning technology 
and AI, in general, provide an automatic or semiautomatic support tool for early detection of 
the disease and also a high contribution to the management of the disease. Recently, most of 
the research focused on using AI technology and ML in improving chronic diseases, for 
instance, hypertension and diabetes.  

A study introduced in 2018 aimed to develop a system that could achieve early and accurate 
prediction of diabetes by linking the outcomes of diverse ML techniques. The study used three 
supervised ML methods: Artificial Neural Network (ANN), Logistic regression, and 
supervised vector machine (SVM). It focused on seven attributes (features): (1) blood glucose, 
(2) blood pressure, (3) skin thickness, (4) insulin, (5) BMI, (6) diabetes pedigree function, and 
(7) age. The study did not publish sufficient details about how these ML techniques were 
implemented. It concluded that ML could revolutionize diabetes risk prediction with the help 
of advanced computational methods and the availability of a large amount of epidemiological 
and genetic diabetes risk datasets [2]. 

Another study published in 2018 designed a model that should be able to predict the 
likelihood of diabetes in patients with maximum accuracy. The study used three well-known 
ML classification algorithms – Decision Tree (DT), SVM and Naïve Bayes (NB) – for the 
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early detection of diabetes. Moreover, it employed the popular Pima Indians Diabetes 
Database (PIDD) available at the UCI machine earning repository for free. The three 
algorithms’ performances were evaluated for their precision, accuracy and recall, with 
accuracy being measured over correctly and incorrectly classified instances [3]. 

Furthermore, a study published in 2018 compared the ability of DTs, random forest (RF) 
and neural networks to predict diabetes mellitus. The authors used two datasets, the Pima 
dataset and a dataset that comprised 14 attributes collected from hospital physical 
examinations in Luzhou, China. This dataset covered:  age, pulse rate, breath, left systolic 
pressure (LSP), right systolic pressure (RSP), left diastolic pressure (LDP), right diastolic 
pressure (RDP), height, weight, physique index, fasting glucose, waistline, low-density 
lipoprotein (LDL) and high-density lipoprotein (HDL). The models were examined through 
the use of five-fold cross validation. The training set consisted of data from 68,994 randomly 
selected healthy people and diabetic patients. Moreover, principal component analysis (PCA) 
and minimum redundancy maximum relevance (mRMR) decreased dimensionality. The study 
concluded that prediction with RF achieved the highest level of accuracy (ACC = 0.8084) 
when all the attributes were used. However, ML can be used for the prediction of diabetes 
when finding proper attributes, classifier, and data mining method. This study reported that 
the best result for the Luzhou dataset was 0.8084, and the best performance for the Pima 
Indians was 0.7721 [4]. 

A recent study published in 2019 aimed to develop a prediction algorithm using ML, to 
find the optimal classifier that delivered the closest result to clinical outcomes and to identify 
the most effective features for diabetes prediction. The study employed the DT, RF and NB 
techniques. The authors used a dataset collected from the UCI machine repository that 
consisted of 2,500 data items containing 15 attributes. The dataset includes the most important 
clinical data related to diabetes. The study reported that the DT algorithm and RF had the 
highest specificity of 98.20% and 98.00%, respectively. Naïve Bayes achieved the best 
accuracy of 82.30%. Moreover, the study found that four attributes are not important for 
predicting diabetes – the plasma glucose postprandial, pregnancy, serum creatinine and 
HBAIC – due to their correlation value being small compared to other attribute values [5]. 

The authors of [6] gathered comprehensive data from the Murtala Mohammed specialist 
hospital, located in the region of Kano, to develop supervised machine models whose function 
was based on the SVM, RF and gradient boosting algorithms, as well as K-nearest neighbour 
and NB. These developments were based on the available or gathered DM2 diagnostic data. 
These ML techniques can be integrated into this research and used to assess the outcomes of 
different proficiencies. Therefore, this study can significantly contribute to this field by 
highlighting and recommending some of the most effective ML competencies for dealing with 
DM 2. The predictive learning model RF stands out as one of the best and most reliable models, 
with an accuracy rate of around 88.76. In the receiver operating characteristic curve, the 
gradient boosting and random learning models were established by the study to be the most 
effective models for predictive purposes with a significant predictive capacity of 86.28% [6]. 
This study is highly reliable as it incorporated different predictive learning models and 
distinguished the most effective for DM 2. 

The work presented in [7], the latest study published in 2020, made a comparison between 
ML-based models, including XGBoost, RF, LightGBM, and Glmnet, and the commonly 
utilized models of regression for the prediction of undiagnosed DM 2. Therefore, this 
particular study creates an understanding of the possible changes that ML technologies will 
bring in comparison with the traditional techniques. With the available data for a 6-month 
period, the simple regression models recorded very low average performance. For instance, 
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the Glmnet recorded an average RMSE of 0.859. However, with additional data, Glmnet 
recorded a further improvement of +3.4%. The highest stability level was evident in the 
LightGBM models. Therefore, these outcomes confirm that the use of more sophisticated 
clinical models of prediction bring no significant clinical benefit. This study helps to explain 
how the stability of the chosen variables influences the model interpretation. Therefore, the 
calibration of models should be a key consideration when developing clinical models of 
prediction. 

The authors of [8] presented a research study conducted in 2019, and they examined the 
data-driven technique of diabetes prediction. This technique was applied to identify specific 
patients who were diabetic. The study confirms the capability of ML models to detect the 
patients at risk, using ML models based on the available laboratory data obtained through a 
survey. The XGBoost model attained a score of 86.2% without incorporating the laboratory 
data and 95.7% with the data. On the other hand, the ensemble attained a 73.7% accuracy rate 
without data and 84.4% after incorporating data from the laboratory. This study provides 
further insights into the research on how data gathering can influence the model. The 
researchers further provide additional information on possible indicators, including age, size 
of waist, weight and sodium intake, which can have direct health implications. 

In an alternative study conducted in [9], the authors explored the vector ML model concept 
to predict diabetes at different stages. Both techniques are applicable in the diabetic and pre-
diabetic stages. This process can be effectively advanced using web-based tools for diabetes 
classification. This study affirms that how data is usually classified significantly influences 
the viability of the outcomes of the ML technologies. It is an indication that when using the 
algorithms for diabetes detection, the data used significantly influences the type of outcomes 
to be obtained. Therefore, this information will help in this project by enhancing the efficiency 
and guiding the selection of ideal applications for handling data. 

The authors of [10] explored the classification methods for DM 2 prediction through ML. 
The algorithms have a high efficiency level, which is usually required to advance the quality 
of healthcare. This study focused on diabetes assessment based on family background and 
lifestyle. This approach adds credibility to this study by providing a broad lens for the DM 2 
assessment. When the ML model is proved to be accurate, people can use it to carry out a self-
assessment of their risks associated with diabetes. The researchers used 952 data samples 
obtained through questionnaires. Random Forest was found to be a highly effective data 
classifier. Therefore, RF, in this case, attained very high accuracy and it can be used for 
diabetes prediction. 

In an exploratory study, the authors of [11] assessed another effective ML-based technique 
to predict diabetes. The main aim of the research was also to explore the ideal means of 
predicting and diagnosing diabetes with ease and accuracy. This study is highly reliable as it 
provides another viable option that can be used to make diabetes testing methods more 
accurate. The researchers assessed different ML algorithms, including the DT, genetic 
algorithm, logistic regression, RF, NB and SVM. The performance categories included recall, 
accuracy, precision and the F-measure. The algorithms were integrated to enhance the 
robustness of the model. The researchers established that the best means of identifying the risk 
of disease is by using a genetic algorithm, due to its high level of efficiency. This study 
contributes to this research by showcasing the need to assess different algorithms and to 
ascertain detection efficiency. 

The authors of [12] employed SVM to early classify the diagnosis of diabetes from a 
medical dataset that is high dimensional, and they demonstrated the success of ML. They 
pointed out that an increase in the use of ML systems would make physicians’ work easier 
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with regard to diagnosing diabetes. The machine systems explored were DT, SVM, NB and 
logistic regression. 

In [13], the researchers reported that ML algorithms can successfully classify patient data, 
which helps to predict a model for the prevention of DM 2. They point out that ML can reliably 
detect diabetes mellitus. Furthermore, the authors employed the Pima diabetes dataset to 
classify and detect demographics in diabetes, and they demonstrated that women are at a higher 
risk of developing diabetes than men. Similar to the work presented in [12], the authors also 
demonstrated that ML has shown significant successes in predicting and preventing diseases. 

The authors of [14] applied the K-Means clustering algorithm. They first applied PCA and 
later the algorithm of K-Means to fine-tune the results.  Additionally, they recognized the 
weaknesses of such MLs by pointing that they have limitations because they do not give the 
same results if applied to a different dataset, such as the Pima diabetes dataset. 

The work presented in [15] employed the firefly and cuckoo search-based attribute 
selection algorithm with the objective of achieving higher accuracy and lower training 
overheads for the Pima Indian diabetic database. This application classifies and predicts 
diabetes and identifies solutions. They emphasize that ML has been used by many researchers, 
mining data from patients to develop a model or system of diabetes prevention. For example, 
the Pima Indian diabetes is a set of data recorded from the Pima tribe, and its purpose is to 
improve accuracy in the prediction characteristics of DM 2. The K-Nearest Neighbor (KNN) 
classifier has been used in classification by calculating different learning accuracies, and it has 
been used for the automatic detection of diabetes from the Pima Indiana database. Furthermore, 
algorithms such as cuckoos and firefly have also been applied as classifiers of diabetes in the 
Pima diabetes database. 

In [16], the researchers reported that diabetes can be managed during its earlier stages if it 
is predicted early enough from the changes of lifestyle and diet of patients. They predict 
diabetes mellitus occurrence with the help of available risk features based on an ANN known 
as feed-forward. They employed the ANN, a ML model computation based on the functional 
and structural network of biological neural. The network learns through the input-output; it is 
statistical data modelling that identifies patterns. 
     Authors of [17] proposed a diagnosis system using machine learning models for the 
detection of diabetes among adults. In addition, authors proposed a filter method based on 
decision tree to extract the most significant features in the diabetes dataset, in addition to the 
employment of two ensemble learning algorithms: Random Forest and Ada Boost The 
obtained results are efficient due to the employment of different combinations of selected 
features set. 

As presented above, the literature review identified several works that revealed critical 
information on the application of machine-based prediction models for the early detection of 
DM 2. Additionally, data mining has become a common operational prompt in the healthcare 
and medicine sectors. Therefore, data mining techniques are recognized as being highly 
reliable for detecting and classifying diseases like DM 2 that affect a significant number of 
people globally. Many categories of data mining techniques can be applied to detect DM 2. 
When technically integrated, they are all competence-based proficiencies that can promptly 
guide the detection and reliable treatment of DM 2. Therefore, this information from different 
scientific researchers serves as a reliable evidence-based and practical basis for developing 
functional and effective DM 2 prediction models. The researchers, in this case, directly 
contribute to the advancement of research credibility by showcasing possible patterns that 
would not have been visible if all the methods were applied utilizing a similar technique or 
prompt. 
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3. System Design and Implementation 
This section discusses the diabetic diagnosis prediction system, which consists of several 
phases as presented in Fig. 1, starting with analyzing the diabetes datasets to minimize the 
prediction errors in the classification models, then dividing the diabetes datasets into two 
subsets: training and testing. Several ML models were trained using the training dataset, and 
then the trained model was tested using the testing dataset. 

 
Fig. 1. ML Diabetes Prediction System 

 

3.1 Diabetes datasets 

In this project, we employed two different datasets, as follows: First, the Pima Indians Diabetes 
Dataset [18], originally from the National Institute of Diabetes and Digestive and Kidney 
Diseases. And second, the diabetes dataset, obtained from the hospital Frankfurt in Germany 
[19].  
Pima dataset is from 768 women from a population near Phoenix, Arizona, USA. The main 
stimulus behind the utilization of the Pima dataset is that most of the population in today’s 
world follow a similar lifestyle with a large dependence on processed foods and a decrease in 
physical activities. The outcome of this dataset is diabetes; 268 tested positive and 500 tested 
negatives. 
On the other hand, the second dataset was collected from patients in the hospital Frankfurt in 
Germany with 2,000 records in total. The outcome of this dataset is diabetes; 684 tested 
positive and 1,316 tested negatives.  

The main objective of the selected datasets is to diagnostically predict whether or not a 
patient has diabetes, based on certain diagnostic measurements located in the dataset. Several 
research works such as [3, 4, 10, 12, 13, 15, 16] adopted the selected datasets in their studies. 
Both datasets consist of eight features (pregnancies, glucose, blood pressure, skin thickness, 
insulin, BMI, diabetes prediction function, and age) and a single label (outcome). Each 
attribute (label/feature) is listed below: 

• Pregnancies: this indicates the total number of pregnancies. 
• Glucose: this refers to the plasma glucose concentration 2 hours in an oral glucose 

tolerance test. 
• Blood pressure: this refers to the diastolic blood pressure (mm Hg). 
• Skin thickness: this refers to triceps skin fold thickness (mm). 
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• Insulin: this indicates the 2-hour serum insulin (mu U/ml). 
• BMI: this refers to the body mass index. 
• Diabetes pedigree function: this function offers some data on diabetes mellitus history 

in relatives and the genetic relationship of those relatives to the patient. 
• Age: this refers to the women’s age in years. 
• Outcome: this indicates the health status of the women (0: normal, 1: diabetes). 

Fig. 2 shows the distribution of the outcome attribute for the Pima dataset, where the 
percentage of diabetic women is 20.05% and the percentage of non-diabetic is 79.95%. As 
presented, the Pima dataset is unbalanced, as three-quarters of the dataset are data for normal 
non-diabetic women. The distribution of the outcome attribute in the second dataset is as 
follows: 34.20% for the diabetic people, and 65.80% for non-diabetic people, as presented in 
Fig. 3. An imbalanced dataset poses a challenge for prediction, because most ML methods 
were designed with the assumption of an equal number of examples for each class. Therefore, 
the presented diabetes datasets lead to a poor prediction performance. 

 

 
Fig. 2. The distribution of the Pima diabetes outcome attribute  

 

 
Fig. 3. The distribution of the Germany diabetes outcome attribute 

 

3.3 Preprocessing of the Diabetes datasets  
It is generally accepted that data quality affects an ML model’s accuracy. The selected datasets 
are corrupted with various errors including missing, incorrect, or inconsistent values; therefore, 
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the errors that exist in datasets can drastically affect the prediction accuracy. Usually, data 
scientists perform several data cleaning processes before considering training the model [14]. 
Data cleaning is an important step for every ML model; it needs to be performed in order to 
enhance the prediction accuracy. This stage includes removing columns that are referred to 
zero-variance predictors, removing empty rows, and providing values for the empty records in 
the dataset. 

Therefore, we obtained the correlation maps for the selected datasets (before and after 
applying the cleaning process), in order to present the effect of data cleaning on the diabetes 
dataset. Correlation is useful in data analysis and modelling as it helps us to better understand 
the relationship between the dataset features. Fig. 4 shows the correlation map for features for 
the selected diabetes datasets. 

In addition, we performed several data cleaning processes in order to remove the incorrect, 
inaccurate, incomplete, and missing parts of the data in both datasets. In addition, we 
performed several methods including modifying, replacing, and deleting, as required. The 
rows with null values have been removed from the employed datasets, to enhance the 
classification accuracy. Fig. 5 shows the heat map for the diabetes dataset after considering 
cleaning operations. For instance, the correlations between the age attribute and the glucose, 
blood pressure, skin thickness and insulin attributes have been enriched. Likewise, the 
correlations between the BMI attribute and the pregnancies, skin thickness, insulin and age 
attributes have been enhanced, as have the correlations between the insulin attribute and the 
glucose, skin thickness, age, and outcome attributes. Therefore, most of the correlations 
between the attributes have been improved after considering several data cleaning processes. 
 

 
Fig. 4. Heat map for the selected diabetes datasets 
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Fig. 5. Heat map for the selected diabetes dataset after applying the cleaning process 

On the other hand, we employed a feature extraction method using Random Forest (RF) model 
to study the impact of the feature importance on the prediction accuracy. Therefore, after 
considering several experiments on the selected datasets, we have found that the most 
significant features are: Glucose, BMI, Age, and DiabetesPredictionFunction (DPF). Fig. 6 
presents the importance percentage for all features. As noticed, the Glucose is the most 
significant feature in both datasets, whereas the body mass index (BMI) level comes in the 
next place. The age feature occupies the third place, and finally, the DPF feature occupies the 
fourth place. According to [20], the Age, Glucose, and BMI factors are the most significant 
ones that can affect any person with diabetes. Therefore, it is important to study and analyze 
these factors for every diabetic person.  

 

 
 

Fig. 6. The feature importance for the selected diabetes datasets 
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3.4 Machine Learning Models  
Supervised ML algorithms rely on labelled input data to learn a function that offers an 
appropriate output when new unlabeled data are given. In this paper, we adopted ML models 
(Logistic Regression, K-Nearest Neighbor, Decision Tree, Gradient Boosting, Random Forest, 
Support Vector Machine, Light Gradient Boosting, and CatBoost) and deep learning models 
(Neural Networks, and Convolutional Neural Network), and we compare the results using two 
different diabetes datasets, as detailed below:  

1. Artificial Neural Network (ANN): is a deep neural network model that consists of 
computer algorithms which aim to recognize the relationships in a group of data 
through a process that simulates how the human brain functions. The neural network 
(NN) can adapt to the changing input; therefore, the network achieves the finest results 
without redesigning the output criteria. The ANN model architecture is presented in 
Fig. 7, where it consists of a single input layer, 3 dense layers, and a single output 
layer. Table 1 shows the ANN model summary, that involves number and capacity 
for each layer. The input layer contains artificial neurons which receive input from the 
outside world. The hidden layer consists of nodes that placed between the input and 
out layers, where its main job is to transform the input into something that the output 
unit can use. Finally, the output layer consists of units that respond to the information 
about how it's learned any task.  

2. Convolutional Neural Network (CNN): is a class of deep neural networks, where CNN 
is a multilayer perceptron, and where the network is fully connected. CNN employs a 
mathematical convolution operation, where convolution is a specialized linear 
operation. Fig. 8 shows the architecture for the CNN model, which consists of a single 
input layer, number of hidden and pooling layers, and a single output layer, whereas 
Table 2 presents the CNN model summary with the total size of each layer. As noticed, 
the CNN model consists of several layers, as follows: 

o Convolutional layer: this layer aims to derive features from fixed-length 
segment for the diabetic datasets.  

o Batch normalization: is a technique used to automatically standardize the 
input data to a layer in a deep learning neural network, that aims to accelerate 
the training process.  

o Pooling layer: this layer intents to reduce the size of the processed data 
through merging the output of the neuron clusters at one layer into a single 
neuron in the next layer.  

3. Logistic Regression (LR): a supervised learning classification algorithm used to 
estimate the probability of an output variable. LR is used to estimate the probability 
of a binary event occurring. The parameters of the LR model can be estimated using 
a probabilistic function called maximum likelihood estimation. The LR classifier can 
be derived by analogy to the linear regression hypothesis, where the LR formula is 
presented below: 

 

ℎ𝜃𝜃(𝑥𝑥) =
1

1 + 𝑒𝑒−𝜃𝜃𝑇𝑇𝑥𝑥
 

The tunning parameters in our experiments are as follows: 

𝜃𝜃 =  �
0.629
0.931�

 
4. K-Nearest Neighbor (KNN): a ML method that can be employed to solve both 

classification and regression problems. The KNN algorithm supposes that similar 
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things are near to each other. KNN works by estimating the distance between a query 
and all the examples in the data, choosing a specific number of examples closest to 
the query, and then votes for the most frequent label. For our experimental testbed, 
the K value was set to 41, where K refers to the number of nearest neighbors to a 
specific data point.  

5. Decision Tree (DT): a ML method where the data in the considered dataset are 
continuously split up according to a certain parameter. The tree consists of two entities, 
decision nodes and leaves, where the leaves are the outcome, and the decision nodes 
are where the data is split up. The nodes in a tree are split up based on the concept of 
impurity. Impurity is a measure of the labels' homogeneity on a certain node. 
Information gain employs an entropy measure as the impurity measure and divides a 
node. Gini is a function that is employed to measure the quality of a split. The 
supported criteria are "gini" for the Gini impurity and "entropy" for the information 
gain, as presented below: 

𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺:𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺(𝐸𝐸) = 1 −  � 𝑝𝑝𝑗𝑗2
𝑐𝑐

𝑗𝑗=1
 

𝐸𝐸𝐺𝐺𝐸𝐸𝐸𝐸𝐸𝐸𝑝𝑝𝐸𝐸:𝐻𝐻(𝐸𝐸) =  −� 𝑝𝑝𝑗𝑗 log𝑝𝑝𝑗𝑗
𝑐𝑐

𝑗𝑗=1
 

6. Gradient Boosting (GB): a ML method for classification and regression, which builds 
a prediction model in the form of an ensemble of weak prediction models, normally 
DTs.  

7. Random Forest (RF): is a ML algorithm. The forest is an ensemble of DTs, normally 
trained with the bagging method. The bagging method includes a combination of 
learning models to increase the overall result. In general, RF builds multiple DTs and 
combines them together to obtain a more accurate prediction.  

8. Support Vector Machine (SVM): considered as one of the most robust prediction 
methods, and based on statistical learning frameworks. The SVM training algorithm 
builds a model that assigns new examples to one category or the other. The presented 
SVM model creates decision boundary that makes the distinction among two or more 
classes. However, as discussed earlier, the presented datasets are noisy and not linearly 
separable in most cases, where the standard SVM tries to distinct all positive and 
negative examples, and dose not permit any points to be misclassified. Therefore, 
SVM involves adopting two different parameters: C and Gamma. C parameter adds a 
penalty for every misclassified data point. Gamma parameter on the other hand, 
controls the distance of influence of a single training point.  

9. Light Gradient Boosting (LightGB): an open-source implementation of GB that is 
designed to be effective and more efficient than other implementations.  

10. CatBoost: a ML algorithm for GB on DTs. The CatBoost method has been employed 
in searching, recommendation, self-driving cars and personal assistant systems.  

11. Naïve Bayes (NB): a classification technique based on Bayes’ theorem with an 
assumption of strong independence between features. An NB classifier assumes that 
the features are independent from each other. 
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Fig. 7. The designed ANN model 

Table 1. The ANN model summary  

Layer (type) Output Shape 
dense_28 (Dense) (None, 256) 
dense_29 (Dense) (None, 128) 
dense_30 (Dense) (None, 64) 
dense_31 (Dense) (None, 1) 

 

 
Fig. 8. The designed CNN model 

Table 2. The CNN model summary with Pooling layer 

Layer (type) Output Shape 
conv1d (None, 29, 32) 

batch_normalization  (None, 29, 32) 
max_pooling1d (None, 14, 32) 

dropout (Dropout) (None, 14, 32) 
conv1d_1 (None, 13, 64) 

batch_normalization_1 (None, 13, 64) 
max_pooling1d (None, 6, 64) 

dropout_1 (None, 6, 64) 
conv1d_2 (None, 5, 64) 

batch_normalization_2   (None, 5, 64) 
max_pooling1d_2 (None, 2, 64) 

dropout_2        (None, 2, 64) 
flatten       (None, 128) 

dropout_3           (None, 128) 
dense              (None, 128) 

dropout_4  (None, 256) 
dense_1           (None, 1) 
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4. Experimental Results 
This section discusses the experimental testbed, and presents the results obtained from 
applying several ML models on both diabetes datasets.  

4.1 Experimental Testbed  
For our experiments, we employed the Colab for evaluation purposes. It is a hosted Jupyter 
notebook environment that is free to use, runs in the Cloud, and supports free GPU. In addition, 
Colab supports many ML libraries, including Tensorflow and Keras, where they can be loaded 
into Colab.  
On the other hand, the train-test division procedure is essential to estimate the performance of 
the ML method. As mentioned earlier, we have employed two different datasets: one of 
training with a total number of 2,000 records, and the other one for testing with total number 
of 768 records. Fig. 9 shows the structure of the training and testing datasets, employed in the 
training and testing phases. The first dataset was used to fit the model and was named the 
training dataset, whereas the second dataset was used to test the model, and it was named the 
testing dataset.  
As mentioned above, both datasets are is unbalanced, and therefore it is critical to investigate 
several factors other than the accuracy, to correctly assess the efficiency of the employed ML 
classification model. The efficiency of prediction models was evaluated by assessing several 
parameters, as presented in Table 8. 
 

 
Fig. 9. The structure of the training and testing datasets 

The tuning parameters for each ML model is presented below. For instance, Table 3 shows 
the presents the tunning parameters for the GB classifier, whereas Table 4 presents the tuning 
parameters for the RF classifier. Table 5 includes the tuning parameters for the SVM classifier, 
Table 5 shows the tuning parameters for the LGB classifier, and finally Table 7 presents the 
tuning parameters for the CatBoost classifier. On the other hand, the training parameter for the 
decision tree classifier is the max depth (max_depth = 16). 

Table 3. Tuning parameters for the GB classifier  
Parameter Value 
Max depth 8 
Learning rate 0.4 
Iterations  55 

Table 4. Tuning parameters for RF classifier  
Parameter Value 
Number of estimators 250 
Minimum sample leaf 80 

Table 5. Tuning parameters for the SVM classifier  
Parameter Value 
Gamma 1 
Kernel rbf 
C 0.15 
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Table 6. Tuning parameters for LGB 

Parameter Value 
Maximum depth 5 
Number of leaves  100 
Min sample in leaf 25 
Learning rate 0.1 
Number of iterations  120 

 
Table 7. Tuning parameters for the CatBoost classifier  

Parameter Value 
Depth 8 
Learning rate 0.05 
Iterations  65 

 
Table 8. The performance metrics 

Metric Definition  Equation 
Accuracy refers to how often the classifier is correct overall. In 

other words, accuracy is the total number of cases 
correctly predicted over the total number of cases 

𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨 =
𝑨𝑨𝒄𝒄
𝒕𝒕  

where cp and t refer to the correct 
predictions and the total number of 
samples, respectively 

Precision the percentage of the correctly predicted over the total 
prediction cases, in other words, precision refers to how 
often the classifier predicts the correct answer 

𝑷𝑷𝑨𝑨𝑷𝑷𝑨𝑨𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑷 =
𝑻𝑻𝑷𝑷

𝑻𝑻𝑷𝑷 + 𝑭𝑭𝑷𝑷 
where TP and FP refer to the number of 
true positive cases and false positive 
cases, respectively 

Recall the ratio of true positives to the total of true positives 
and false negatives. 𝑹𝑹𝑷𝑷𝑨𝑨𝑨𝑨𝑹𝑹𝑹𝑹 =

𝑻𝑻𝑷𝑷
𝑻𝑻𝑷𝑷 + 𝑭𝑭𝑭𝑭 

where FN refers to the number of false 
negative cases. 

F1-score the weighted harmonic mean of precision and recall 𝑭𝑭𝑭𝑭 𝑷𝑷𝑨𝑨𝑷𝑷𝑨𝑨𝑷𝑷

= 𝟐𝟐 ×
𝑷𝑷𝑨𝑨𝑷𝑷𝑨𝑨𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑷 × 𝑹𝑹𝑷𝑷𝑨𝑨𝑨𝑨𝑹𝑹𝑹𝑹
𝑷𝑷𝑨𝑨𝑷𝑷𝑨𝑨𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑷 + 𝑹𝑹𝑷𝑷𝑨𝑨𝑨𝑨𝑹𝑹𝑹𝑹  

Misclassification 
Rate (MCR) 

this refers to how often the classifier is wrong 𝑴𝑴𝑴𝑴𝑹𝑹 =
𝑭𝑭𝑷𝑷 + 𝑭𝑭𝑭𝑭

𝑻𝑻𝑷𝑷 + 𝑻𝑻𝑭𝑭 + 𝑭𝑭𝑷𝑷 + 𝑭𝑭𝑭𝑭 

True Negative 
Rate (TNR) 

this refers to how often the classifier predicts “No” when 
its actually “No”. 𝑻𝑻𝑭𝑭𝑹𝑹 =

𝑻𝑻𝑭𝑭
𝑻𝑻𝑭𝑭 + 𝑭𝑭𝑷𝑷 

 
Cohen’s Kappa is a metric used to evaluate the agreement between two 

raters and to assess the performance of a classification 
model 

𝒌𝒌 = 𝒄𝒄𝑷𝑷−𝒄𝒄𝑷𝑷
𝑭𝑭− 𝒄𝒄𝑷𝑷

, where 𝒄𝒄𝑷𝑷and 𝒄𝒄𝑷𝑷 refer to 

the overall accuracy of the ML 
model, and hypothetical probability 
of chance agreement, respectively 
 

Receiver 
Operating 
Characteristic 

this refers to the overall performance of a classifier at all 
classification thresholds. The ROC curve summarizes 
the trade-off between the true positive rate and the false 
positive rate through different probability thresholds. 

𝑻𝑻𝑷𝑷𝑹𝑹 =
𝑻𝑻𝑷𝑷

𝑻𝑻𝑷𝑷 + 𝑭𝑭𝑭𝑭 ,𝑭𝑭𝑷𝑷𝑹𝑹 =
𝑭𝑭𝑷𝑷

𝑭𝑭𝑷𝑷 + 𝑻𝑻𝑭𝑭 
 
 

Normalized 
Mutual 
Information 
(NMI) 

this refers to a normalization of mutual information 
score to scale the results between 0 value (no mutual 
information) and 1 value (perfect correlation). 

𝑭𝑭𝑴𝑴𝑵𝑵(𝒀𝒀,𝑴𝑴) =
𝟐𝟐 × 𝑵𝑵(𝒀𝒀;𝑴𝑴)

[𝑯𝑯(𝒀𝒀) + 𝑯𝑯(𝑴𝑴)] 

where Y is class labels, C is cluster 
labels, H(.) is the entropy, I(Y:C) is the 
mutual information b/w Y and C. 
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Table 9 shows a comparison of 11 classification models by evaluating several significant 
parameters: accuracy, precision, recall, F1-score, MCR, Kappa and NMI statistics. The 
accuracy is the most significant performance measure and its simply refers to the ratio of 
correctly predicted observations (normal and diabetic) to the total observations (normal and 
diabetic). A certain ML model is considered as the best classification model when that model 
offers high accuracy. However, accuracy is a great measure when the dataset is balanced, when 
the amount of positive and negative values is the same, but in the selected datasets, the data 
are unbalanced, as stated earlier. Therefore, it is important to study other attributes/parameters, 
to assess the performance of the classification models. Fig. 10 presents the accuracy, precision, 
recall, F1-score, MCR, TNR, Kappa, and NMI for each ML mode. 

Table 9. A comparison of the different prediction models 

Model Accuracy  Precision Recall F1-score MCR TNR Kappa   
NN  68.83% 74.52% 79.00% 76.69% 31.26% 61.38% 0.3574 0.1539 
CNN 86.96% 81.65% 89.00% 85.16% 19.58% 71.54% 0.4921 0.1774 
LR 77.34% 77.00% 77.00% 77.00% 22.65% 53.73% 0.4672 0.1858 
KNN 97.52% 78.00% 75.00% 76.00% 20.57% 60.82% 0.5258 0.2262 
DT 98.30% 99.00% 98.00% 98.00% 01.56% 95.89% 0.9624 0.8647 
GB 90.10% 90.00% 88.00% 89.00% 09.89% 82.83% 0.7791 0.5080 
RF 98.95% 99.00% 99.00% 99.00% 01.17% 97.38% 0.9711 0.9049 
SVM 77.73% 77.00% 72.00% 73.00% 22.26% 52.23% 0.4710 0.1951 
LGBM 98.69% 99.00% 98.00% 99.00% 01.30% 97.01% 0.9711 0.8970 
CatBst 98.43% 99.00% 98.00% 98.00% 01.56% 95.89% 0.9653 0.8857 
NB 75.13% 73.00% 72.00% 72.00% 24.86% 59.70% 0.4405 0.1514 
 

 
Fig. 10. Accuracy, precision, recall F1-score, and MCR for each ML model 

 
The RF ML model achieves the best classification accuracy (98.95%), and this indicates 

that the prediction system was able to predict 98.95% of all cases in the selected dataset. On 
the other hand, the precision attribute was also assessed for each classification model. 
Precision refers to the ratio of correctly predicted positive observations (normal persons who 
were correctly predicted as normal) to the total predicted positive observations (overall persons 
who were predicted as normal persons). DT, GB, RF, LightGB, and CatBoost offer the best 
precision value (99.00%). In addition, the recall parameter was estimated for each ML model, 
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where recall is the ratio of the correctly predicted observations (persons who were correctly 
predicted as normal) to all the observations in the actual class. According to the results 
obtained from our experiments, RF offers the best recall value (99.00%). This means that the 
ratio of normal persons in the selected dataset is greater than the ratio of diabetic persons. 
Furthermore, we assessed the stability of each ML model based on the adoption of the cross-
validation technique. Fig. 11 presents the cross-validation for each ML model. As noticed, the 
RF classifier offers the best cross-validation value among all competitors.  

 
Fig. 11. The cross-validation for each ML model 

The F1-score was also estimated for each ML model. The F1-score is more useful than 
accuracy, especially when the dataset is unbalanced as with the employed datasets. In general, 
accuracy is essential when false positives (health persons who were wrongly predicted as 
diabetic) and false negatives (diabetic persons who were wrongly predicted as healthy) have a 
similar cost. The F1-score is the weighted average of precision and recall; this score takes both 
the false positive and false negative observations into account. In general, the F1-score is more 
useful than accuracy, especially when the dataset has an uneven class distribution as with the 
employed diabetes datasets. The prediction accuracy works well whenever the false positive 
observations (the diabetic persons who were classified as normal persons) and false negative 
observations (the normal persons who were classified as diabetic persons) have a similar cost. 
However, if the cost of false positive observations and false negative observations are different, 
as with the selected datasets, then it is better to estimate the precision and recall. RF and 
LighGb models had the best F1-score (99.00%). 

In addition, we assessed the performance of the diabetic prediction systems using the ROC 
probability curve. ROC can tell to what degree the model is capable of distinguishing between 
diabetic and non-diabetic person. The ROC curve is plotted with true positive rate (TPR) (the 
rate of persons who were correctly predicted as non-diabetic persons) against the false positive 
rate (FPR) (the rate of diabetic persons who were wrongly predicted as non-diabetic persons). 
ROC is the baseline for determining the performance of the diabetic prediction model. In 
general, ROC separates the area into two subareas (good or poor). An ROC curve of a perfect 
classifier is the combination of two straight lines moving away from the baseline towards the 
top-left corner. As presented in Fig. 12, RF is the best classifier performance in terms of ROC. 

The Misclassification Rate (MCR) parameter is also investigated for all ML models. RF 
achieves the best MCR for the selected datasets with 1.17%. RF model offers the minimum 
ratio of classifications that were misclassified.  
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Fig. 12. ROC curve for 11 ML models 

 



2922                                                           Alhmiedat et al.: The Investigation of Employing Supervised Machine  
Learning Models to Predict Type 2 Diabetes Among Adults 

A significant evaluation attribute was assessed, the True Negative Rate (TNR). TNR 
represents how often the classifier predicts that the person has diabetes when the person has a 
diabetic disease. This is one of the most significant parameters, since the classifier must be 
able to predict people who have diabetes symptoms in an efficient way. Among all the 
implemented ML models, the RF offers the best TNR, as 261 persons were classified correctly 
as diabetic and only 7 persons were wrongly classified as normal persons. Therefore, in our 
study the TNR is a critical parameter. Finally, we discuss the Cohen’s Kappa statistics for each 
ML model. As presented in Table 3, RF and LightGB offer the best Kappa value with 0.9711. 
in addition, we measure the score of NMI, where the developed RF classifier offers the best 
NMI value (0.9049) among all the competitors. 

In order to add clarification to the obtained results, we estimated the prediction accuracy 
for each category: normal and diabetic, as presented in Table 10. The best classification 
accuracy for classifying normal people was 99.80%, whereas for diabetic persons it was 
97.83%. As presented in Fig. 13. the prediction accuracy for normal people is greater than for 
diabetic ones. This is due to the structure of the dataset, which is unbalanced, and this affects 
the overall prediction accuracy. DT and CatBoost classifiers achieve the best prediction 
accuracy for normal persons, whereas the RF offers the best prediction accuracy for diabetic 
persons. 

Table 10. The prediction accuracy for each ML model 

Model Prediction Accuracy 
Normal Diabetic 

NN  79.00% 50.00% 
CNN 89.00% 62.96% 
LR 90.00% 53.73% 
KNN 89.40% 60.82% 
DT 99.80% 95.89% 
GB 94.00% 82.83% 
RF 99.60% 97.83% 
SVC 91.40% 52.23% 
LightGBM 99.60% 97.01% 
CatBoost 99.80% 95.89% 
NB 83.40% 59.70% 

 

 
Fig. 13. Prediction accuracy for each class (normal/diabetic) 
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5. Discussion 
This section discusses the results obtained from Section 4, and compares them with the results 
obtained from previous research works that employed the diabetes datasets. In this paper, we 
performed several data cleaning processes, in order to enhance the classification results, since 
data cleaning improves the quality of data and therefore increases the overall productivity. As 
soon as the employed datasets are cleaned, all of the outdated data and incorrect information 
are eliminated, leaving the highest quality data. Quality is the major concern, and dirty data 
may lead to incorrect predictions and inefficient data analysis. 
Usually, CNN models beat the RF model in many problems, however, in our case, the 
employed RF model achieves better classification accuracy than the implemented CNN model. 
In general, RF is less computationally expensive and does not require GPU to complete the 
training phase. However, RF offers various interpretation of a decision tree but with better 
performance. In addition, according to [21, 22] RF offers much better classification accuracy 
especially with tabular data, as with the employed diabetic dataset. 
The success of CNN is not universal across all domains. For learning problems without any 
special structure, or in cases where the dataset is somehow limited, CNN models are not able 
to perform well with respect to traditional ML models, such as RF [23]. According to [24], 
there are four criteria can be investigated to assess the performance of developed ML model: 
performance, robustness, cost and time expenditure, and comprehensibility. However, 
according to the obtained results in the previous section, the developed RF model offers better 
performance, robustness, cost, and time expenditure than the developed CNN model. 
As presented in the previous section, the RF classification model achieved the best 
classification accuracy, precision and F1-score. RF offers the best classification accuracy for 
predicting both normal and diabetic persons. In addition, RF offers the best precision result 
and F1-score. DT, GB, LightGB and CatBoost offer similar precision results (99.00%) to the 
RF model.  
In addition, we discuss the classification accuracy for the existing ML models that have 
recently been implemented with the employed datasets, as presented in Table 11. The best 
classification accuracy was obtained by the work presented in [25] with 82.00% classification 
accuracy. However, in this paper, we investigated several ML models’ ability to predict 
diabetic persons. According to the obtained results, the RF ML model achieves the best 
classification accuracy (98.95%) after considering several data cleaning processes. Therefore, 
the developed diabetic prediction system offers a significant improvement over the recent 
developed diabetic prediction systems. 
 

Table 11. A comparison between the existing ML models using the diabetes datasets 

Research work ML model  Accuracy 
[3] SVM 65.10% 

Decision tree 73.82% 
NB 76.30% 

[4] RF 77.21% 
J48 75.34% 
NN 73.90% 

[10] LR 74.40% 
KNN 70.80% 
SVM 74.40% 
NB 68.90% 
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DT 69.70% 
RF 70.00% 

[12] SVM 78.00% 
[13] PCA, K-Means algorithm 72.00% 
[15] Firefly & Cuckoo Search algorithms 81.00% 
[16] Feed-forward NN 82.00% 

 

6. Conclusion and Future work 
Through this paper, we developed a diagnosis prediction system for diagnosing type 2 diabetes 
among adults, through investigating the classification accuracy of 11 different ML models, 
using two different datasets. The employed diabetes datasets have been preprocessed before 
investigate the performance of 11 ML models. As results, the implemented RF classifier 
achieves the best accuracy score (>98%). For future works, continuous studies on this topical 
issue are crucial for establishing the most effective form of algorithm. Additionally, it is 
significant to use advanced forms of classifiers such as the evolutionary algorithm for diabetes 
detection. Moreover, we aim to employ embedded based feature selection approach to select 
the most significant features in the dataset.  
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